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ABSTRACT 

Accurate prediction of water levels (WL) is essential for various applications, from flood management to 

environmental monitoring. In this study, an enhanced approach to feature selection tailored for water level 

prediction models is presented. Our method integrates Mutual Information and Recursive Feature Elimination with 

Cross-Validation (RFECV), augmented by the Non-Dominated Sorting Genetic Algorithm II (NSGA-II), to 

systematically evaluate and refine subsets of features. Mutual Information facilitates the identification of relevant 

feature dependencies, while RFECV iteratively eliminates less informative features to optimize predictive accuracy. 

The inclusion of NSGA-II further enhances the selection process by considering multiple conflicting objectives 

simultaneously, such as maximizing R2 score and minimizing the number of selected features, RMSE, and MAE. 

Through extensive experimentation and validation on real-world datasets, we demonstrate the effectiveness of our 

hybrid feature selection approach in capturing intricate relationships within the data, leading to significantly 

improved predictive performance in water level prediction models. 

Keywords: Mutual Information, Recursive Feature Elimination with Cross validation, Non-Dominated Sorting 

Genetic Algorithm II 
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INTRODUCTION 
 

In the era of big data and complex datasets, the task of 

accurately predicting outcomes or trends from data has 

become increasingly vital across various domains (Li et 

al., 2019; Saeys et al., 2007). Regression modelling stands 

as a cornerstone in numerous fields, from finance to 

healthcare, where understanding and forecasting numerical 

outcomes are paramount (Guyon and Elisseeff, 2003). 

However, amidst the abundance of available features, 

selecting the most relevant ones that contribute 

significantly to the predictive power of a model becomes 

crucial. This necessity forms the crux of our study, as we 

delve into the realm of feature selection and its 

implications on regression modelling accuracy. 

 The significance of feature selection reverberates 

throughout the landscape of machine learning, impacting 

not only the performance of models but also their 

interpretability and computational efficiency (Li et al., 

2019; Dash and Liu, 1997). By distilling datasets to their 

most informative attributes, feature selection mitigates the 

curse of dimensionality, alleviating issues such as 

overfitting and enhancing model generalization. Moreover, 

in domains where resource constraints or interpretability 

are paramount, selecting a parsimonious set of features 

aids in building more comprehensible and deployable 

models. 

 The objective of this paper is to explore the efficacy 

of feature selection techniques in enhancing the 

performance of regression models. To achieve this 

objective, we adopt a two-fold approach: firstly, we 

investigate traditional feature selection methods such as 

Mutual Information and Recursive Feature Elimination 

with Cross-Validation (RFECV), evaluating their impact 

on model accuracy and feature subset size. Subsequently, 

we employ multi-objective optimization techniques, 

leveraging the Non-dominated Sorting Genetic Algorithm 

II (NSGA-II), to identify Pareto-optimal solutions that 

balance model accuracy and feature subset complexity 

(Deb, et al., 2002; Kohavi and John, 1997). 

Through this endeavour, we aim to provide insights 

into the trade-offs inherent in feature selection and 
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empower practitioners with knowledge to make informed 

decisions when building regression models. By elucidating 

the interplay between feature selection methods and model 

performance, this study contributes to advancing the 

understanding of best practices in regression modelling, 

thereby facilitating more robust and interpretable 

predictive analytics solutions. 

 

Background and related work 

The field of feature selection and regression 

modelling is a vast and intricate domain, and numerous 

studies have been carried out, scrutinizing various 

techniques and their effectiveness across a wide array of 

domains. Prominent among these are the comparative 

studies carried out by Kohavi and John (1997). They 

evaluated the performance of wrapper methods, 

particularly recursive feature elimination (RFE), with a 

keen focus on enhancing the accuracy of regression 

models. Their findings were enlightening, showing 

significant improvements in R-squared values and a 

decrease in mean squared error when RFE was applied in 

contrast to the baseline models. 

In the same vein, Dash and Liu in 1997 embarked on 

a deep exploration of the application of filter methods, 

particularly mutual information-based feature selection. 

They showcased how these techniques bring about notable 

enhancements in predictive accuracy and model 

interpretability across a myriad of regression tasks. Their 

work served as a seminal contribution to the field, and it 

has been widely referenced in subsequent studies. 

In recent times, hybrid approaches have gained 

considerable traction with the aim of synergizing the 

strengths of different feature selection techniques. An 

exemplary work in this regard is that of Hsu et al. in 2011. 

They proposed a ground breaking framework that 

seamlessly integrates filter and wrapper methods. The 

performance of their hybrid approach was superior in 

terms of both accuracy and computational efficiency. It 

achieved state-of-the-art results on benchmark datasets, 

surpassing the performance of individual feature selection 

methods. 

In addition to these academic advancements, domain-

specific applications have also showcased the practical 

utility of feature selection. An excellent example of this is 

in the finance sector, where researchers have utilized 

feature selection to identify key predictors for stock price 

forecasting models. This has led to more accurate 

predictions and has informed investment decisions (Yang, 

et al., 2019), contributing significantly to the field of 

financial forecasting. 

Healthcare is another sector where feature selection 

techniques have played a pivotal role. They have been 

instrumental in identifying biomarkers and clinical 

predictors for disease diagnosis and prognosis (Saeys et 

al., 2007). By selecting relevant features from high-

dimensional medical datasets, researchers have achieved 

remarkable accuracies in predicting patient outcomes and 

guiding personalized treatment strategies. 

Furthermore, in environmental science, feature 

selection has been applied to remote sensing data for land 

cover classification and ecological modelling (Heman et 

al., 2013). These applications underscore the versatility 

and efficacy of feature selection in addressing real-world 

challenges across various domains. 

Through empirical validation and rigorous evaluation, 

these studies have not only advanced our understanding of 

feature selection techniques but also provided practical 

insights into their application and impact on regression 

model performance. By leveraging the collective 

knowledge generated from these works, our study aims to 

contribute further to the evolving landscape of feature 

selection and regression modelling, ultimately enhancing 

predictive accuracy and interpretability in data-driven 

decision-making processes. 

 

MATERIALS AND METHODS 

 

Experimental Setup 

The MI-RFECV-NSGA-II feature selection method to 

the test using various predictor variables and a target 

variable. To ensure we had a clean dataset, we handled 

missing values and encoded categorical variables. We split 

the dataset into training and testing sets, using the 80-20 

standard for training and testing respectively, and kept a 

consistent random seed for reproducibility.  

A combination of Mutual Information (MI), 

Recursive Feature Elimination with Cross-Validation 

(RFECV), and the Non-Dominated Sorting Genetic 

Algorithm II (NSGA-II) for feature selection. MI and 

RFECV helped us identify a subset of relevant features. 

The NSGA-II algorithm was then used to optimize the 

feature subset by maximizing the coefficient of 

determination (R
2
) and minimizing the selected features. 

Afterwards, Random Forest (RF) regression model was 

trained using the features identified by the NSGA-II 

algorithm.  

The RF model was trained and tested using different 

performance metrics, such as R
2
 score, Mean Absolute 

Error (MAE), and Root Mean Squared Error (RMSE), 

which were used to judge its accuracy and generalization 
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capabilities. Finally, we compared how our RF model, 

trained with features selected by NSGA-II, stood up 

against RF models trained with other feature selection 

techniques like MI and RFECV. This comparison gave us 

a better understanding of how effective the MI-RFECV-

NSGA-II feature selection method is in pinpointing 

informative features for regression tasks. 

 

Mutual information (MI) 

Mutual information measures the dependency 

between two variables, in this case, each feature and the 

target variable 'WL' (water level). The mutual information 

between a feature Xi and the target variable Y is calculated 

as: 

𝐼(𝑋𝑖; 𝑌) = ∑ ∑ 𝑝(𝑥𝑖 , 𝑦)𝑙𝑜𝑔 (
𝑝(𝑥𝑖,𝑦

𝑝(𝑥𝑖)∙𝑝(𝑦)
)𝑦𝜖𝑌𝑥𝑖𝜖𝑋𝑖
             

(1)                                                      

Where: 

 𝑝(𝑥𝑖 , 𝑦) is the joint probability mass function of 

Xi and Y 

 𝑝(𝑥𝑖) and 𝑝(𝑦) are the marginal probability mass 

functions of Xi and Y respectively. 

Features with higher mutual information scores are 

considered more informative. 

 

Recursive feature elimination with cross-validation 

(RFECV) 

The RFECV recursively removes less informative 

features and selects the subset that optimizes model 

performance, typically measured using cross-validation. 

The process involves training the model with the current 

set of features and evaluating its performance. Features 

with the lowest importance, often determined by their 

coefficients in the model, are pruned iteratively until the 

desired number of features is reached. The selection 

process can be represented as: 

𝑎𝑟𝑔 (𝑀𝑆𝐸𝐶𝑉)𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
𝑚𝑖𝑛                                                (2)                                                                                         

Where: 

 MSECV is the mean squared error evaluated 

through cross-validation. 

 

Multi-objective optimization with NSGA-II 

NSGA-II aims to optimize four conflicting objectives 

simultaneously: maximizing R
2 

(coefficient of 

determination), minimizing the number of selected 

features, minimizing RMSE, and minimizing MAE. Let's 

denote these objectives as f1, f2, f3, and f4 respectively. 

The output of NSGA-II consists of a set of Pareto-

optimal solutions, denoted as Pareto, representing trade-

offs between R
2
, the number of selected features, RMSE, 

and MAE. Each solution in Pareto represents a unique 

combination of these objectives, providing insights into 

the optimal feature subsets that balance predictive 

accuracy, model simplicity, and error metrics. 

 

RESULTS AND DISCUSSION 

 

The initial Random Forest (RF) model performed well, but 

improved after applying feature selection techniques, table 

1. The RF model with Mutual Information Recursive 

Feature Elimination with Cross-Validation (MI-RFECV) 

showed increased R
2
 and decreased RMSE, despite a 

slight increase in MAE. Further enhancement was 

achieved with the addition of the NSGA-II optimization 

algorithm, leading to significant performance 

improvements. This underlines the effectiveness of feature 

selection, especially MI-RFECV-NSGA-II, in improving 

RF model accuracy and reducing errors. 

 
Table 1 - Results for RF without feature selection, RF 

with MI-RFECV and RF with RFECV-NSGA-II 

Model R2 RMSE MAE 

RF without Feature selection 0.735 9.680 5.314 

RF with MI-RFECV 0.804 8.311 6.769 

RF with MI-RFEV-NSGA-II 0.896 4.485 2.598 

 
Table 2 - Comparison of the study with recent studies 

Method R2 RMSE MAE 

RF with MI-RFECV-NSGA 0.896 4.485 2.598 

Chamlal et al (2023) 0.870 - - 

Sandru & David (2019) - 8.930 6.250 

El Touati et al (2023) - 5.270 4.910 

Hsu et al (2011) 0.860 7.540 - 

Al-Aghbari et al (2022) - 5.680 - 

Sun et al (2021) - 4.810 3.230 

 

The study results highlight the effectiveness of feature 

selection techniques in improving the predictive accuracy 

of regression models, especially for environmental data 

analysis. A significant improvement in model performance 

when using Mutual Information Recursive Feature 

Elimination with Cross-Validation (MI-RFECV) was seen. 

This improvement was further amplified when integrating 

the Non-Dominated Sorting Genetic Algorithm II (NSGA-

II) in the feature selection process.  

Recent studies, Table 2, align with the findings of this 

research, emphasizing the role of advanced feature 
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selection and optimization in achieving higher predictive 

accuracy.  

       Chamlal et al. (2023) proposed a two-step feature 

selection procedure for handling high-dimensional data, 

focusing on balancing computational efficiency and 

prediction performance. While their method demonstrates 

substantial improvement in model accuracy, it does not 

address the simultaneous optimization of conflicting 

objectives, such as minimizing RMSE and MAE, which 

our MI-RFECV-NSGA-II approach successfully achieves. 

Şandru and David (2019) introduced a unified feature 

selection and hyperparameter optimization framework 

based on Bayesian methods. Although their approach 

streamlines regression modelling, the lack of integration 

with multi-objective optimization frameworks limits its 

ability to balance prediction performance against feature 

subset complexity, as achieved in our study. In 

comparison, MI-RFECV-NSGA-II provides a 

comprehensive solution, enhancing generalization and 

predictive performance. 

         El Touati et al. (2023) presented an adaptive feature 

selection method that dynamically refines feature subsets 

in machine learning models. While effective in improving 

computational efficiency and accuracy, their approach 

lacks the ability to optimize multiple objectives 

simultaneously. By contrast, our method explicitly 

incorporates multi-objective optimization through NSGA-

II, achieving an R² of 0.896 while significantly reducing 

RMSE and MAE. 

         In the context of environmental and hydrological 

modelling, Al-Aghbari et al. (2022) demonstrated a hybrid 

multi-objective optimization approach for water flooding 

applications. Their work highlights the potential of multi-

objective algorithms in environmental systems but focuses 

more on physical processes than feature selection.  

        Similarly, Sun et al. (2021) explored adaptive 

surrogate modelling for hybrid optimization, showcasing 

the advantages of multi-objective optimization in 

constrained scenarios. These studies reinforce the 

importance of incorporating multi-objective frameworks, 

which our MI-RFECV-NSGA-II method leverages for 

improved regression performance. 

         Overall, this study demonstrates that the integration 

of feature selection techniques like MI-RFECV with 

advanced multi-objective optimization algorithms such as 

NSGA-II significantly outperforms traditional and recent 

hybrid methods. This is evident in the remarkable 

improvement in R², RMSE, and MAE metrics, 

highlighting the robustness and applicability of the 

proposed approach for complex predictive modelling 

tasks. 

 

CONCLUSION 

 

The study was conducted on feature selection in regression 

modelling, with a special focus on environmental data 

analysis. After careful experimentation and evaluation, the 

following conclusions were reached about the 

effectiveness of feature selection techniques and their 

influence on model performance. 

It's clear that feature selection is key to improving the 

predictive accuracy of regression models. Traditional 

methods like Mutual Information and Recursive Feature 

Elimination with Cross-Validation (MI-RFECV) are quite 

good at identifying relevant features and boosting 

performance metrics such as the R
2
 score, RMSE, and 

MAE. However, when the Non-Dominated Sorting 

Genetic Algorithm II (NSGA-II) was incorporated into the 

feature selection process, the MI-RFECV-NSGA-II 

approach led to significant improvements in predictive 

accuracy. It delivered higher R
2
 scores, and reduced error 

rates compared to the standard methods.  

Comparing the results archived to results from 

previous studies, it's evident that MI-RFECV-NSGA-II 

outperforms traditional feature selection methods. While 

earlier methods have shown positive results in improving 

model accuracy, this study takes it a step further. 

Leveraging the optimization capabilities of NSGA-II to 

identify more optimal feature subsets. The resulting 

enhancement in model performance metrics suggests that 

MI-RFECV-NSGA-II provides a more structured and 

efficient approach to feature selection, especially in high-

dimensional datasets and complex regression tasks. 
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